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Abstract

This paper reports our progress on the empirical
modeling of facial biomechanics during speech pro-
duction. Our model is based on decomposing the fa-
cial surface into a finite set of linearly independent
kinematic regions, which is used as a basis to rep-
resent the total facial motion. The main algorithm,
based on the column-pivoted QR factorization, is re-
viewed and compared to other techniques commonly
used in statistical regression. The results show that
the former technique is more robust to variations in
the speech data, and detects regions with a higher
measure of independency.

1 Introduction

In recent works [6, 7], we have presented an
empirical strategy for building a 3D model of fa-
cial physiology for applications to speech produc-
tion and perception studies. The model is based on
the analysis of facial movement data recorded from
a subject producing speech, to detect regions which
follow independent motion patterns. The total mo-
tion of the face is next expressed as the linear combi-
nation of the movement of the independent regions.

We argue that this modeling approach offers a
number of advantages because it focuses the data
analysis on the generating mechanism for speech
gestures: the facial musculature. The action of mus-
cles is obviously spatially concentrated and thus fa-
cial regions can be found that are associated with in-
dividual muscles or synergies of muscles that are in
close proximity or whose actions are spatially local-
ized. This muscle-based approach is consistent with
a productive tradition in the analysis of facial ex-

pression and the study of perception of expressions
[2] and this approach has also been a powerful tool
in facial animation [9]. However, instead of setting a
model by defining biomechanical properties of skin
tissue and muscle structure based on a priori theo-
retical reasons, and estimating its parameters from
available measures from the literature, we propose
to infer a possible model just by looking at the mea-
sured motion patterns of the facial surface. For each
individual, we let the motions define what regions
of the face move as an independent unit, what the
boundaries of the surface regions are, and where the
spatial peak of motion is located. This can be seen
as a lumped representation of the muscular actions
and their influence on the facial tissue biophysics.

Another advantage is that the independent regions
can be animated in arbitrary facial configurations.
There is considerable interest in speech perception
research on the role of individual talker character-
istics in speech perception [3]. Studies that involve
the use of animating a generic face or the animation
of one talkers morphology with another talkers mo-
tion must solve a registration and morphing problem
[5]. The identification of key features and spatial re-
gions is one form of solution to this correspondence
problem.

The next sections will review and discuss the
modeling algorithm using two sets of speech motion
data collected from a subject.

2 Data

The data consist of the 3D position of 57 mark-
ers distributed on a subject’s face, recorded with a
Vicon equipment (Vicon Motion Systems Inc., Lake
Forest, CA) at a 120 Hz sampling frequency, and
expressed in head coordinates. The approximate lo-
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cation of the markers is shown in Fig. 1.

The data were recorded while the subject was
producing 50 selected sentences from the Cen-
tral Institute for the Deaf Everyday sentences [1],
listed in http://www.mat .unb.br/lucero/
facial/qgr2.html (subject S2). The set of 50
sentences was recorded twice, forming two datasets
which will be denoted as S2a and S2b.
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Figure 1: Spatial distribution of the marker positions
superimposed on a schematic face

For each data set, the displacement of each
marker was computed relative to an initial rest (neu-
tral) position. Next, the markers’ displacements for
all sentences where concatenated and arranged in a
displacement data matrix A.

3 Modeling algorithm

The model is based on the so-called subset selec-
tion problem of linear algebra [4]. Assume a given
data matrix A and the observation vector b, and that
a predictor vector x is sought in the least squares
sense, which minimizes || Az — b||3. Instead of using
the whole data matrix A to predict b, it may be de-
sirable to use only a subset of its columns, so as to
filter out the data redundancy.

To solve the subset selection problem, the most
linearly independent columns of matrix A must be
identified. Let Aj denote a subset of k£ columns of
A. A measure of “independency” of the subset is
provided by the smallest singular value of Ay, oy,
which measures the distance of A to the set of k-
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rank singular matrices, in the 2-norm. In principle,
the subset selection problem could be solved by test-
ing all possible combinations of k£ columns from the
total of n columns of A. However, the number of
possible combinations could be prohibitively large.

A good solution to the subset selection problem
is provided by the QR factorization technique with
column pivoting [4]. That algorithm decomposes A
in the form AIl = @R, where II is a column per-
mutation matrix, () is an orthogonal matrix, and R
is an upper triangular matrix with positive diagonal
elements. The permutation matrix II reorders the
columns of A to make its first columns as well con-
ditioned as possible. Therefore, the first £ columns
of AIIl may be then adopted as the sought subset of
k least dependent columns.

A number of other algorithms have been proposed
to find solutions to the subset selection problem. In
statistical regression, a different criterion is com-
monly used [8]. Instead of looking at the indepen-
dency of the columns, the subset Aj that minimizes
the residual || Az — b||3 is sought. Since the objec-
tive of the model is to predict an arbitrary observa-
tion b, one would normally want to do such predic-
tion with the smallest possible error. However, a dis-
advantage has been pointed out for this approach: it
looks at the output of the model, instead of its struc-
ture. If a redundant marker has a large motion, it
might be included in the selected subset because of
its large contribution to the total output [10]. In fact,
there can be a trade-off between the independence of
the selected columns and the total error at the model
output [4]. It has been shown that minimization of
the output error might also lead to unstable solutions
that are highly sensitive to perturbations in the data
set.

Once a subset of independent columns has been
selected, the remaining (redundant) columns are ap-
proximated as linear combinations of the indepen-
dent ones by using a least square algorithm. The
coefficients of the linear combinations define the in-
dependent kinematic regions, and may be extended
to arbitrary facial points by interpolation [6, 7].

4 Analysis of the facial data
Table I shows the index of the first 10 mark-

ers selected by the column-pivoted QR factorization
(CPQR), when using the first 30 sentences in the
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two datasets. For comparison with the second ap-
proach mentioned above, the Table also shows re-
sults when using a forward selection with sequential
replacement algorithm (FSSR)[8]. This algorithm
selects the markers one by one, while keeping the
error at the output of the model (i.e., the residual
when fitting the remaining data columns to the se-
lected ones) to the minimum possible. After each
marker is added to the subset, the previously se-
lected markers are reviewed and replaced, if such a
replacement leads to a lower error. Therefore, the or-
der in which the markers appear in Table I is mean-
ingless. The CPQR algorithm, on the other hand,
orders the markers according to their relative inde-
pendency.

Table 1: Selected subset of markers. CPQR:
column-pivoted QR factorization. FSSR: forward
selection with sequential replacement algorithm.

QR FSSR
Order | S2a S2b S2a S2b
1 40 40 39 35
2 34 34 52 41
3 13 13 35 50
4 38 38 47 11
5 47 48 7 20
6 42 47 11 43
7 6 11 43 56
8 56 36 56 37
9 11 42 38 7
10 36 49 13 13

In case of the CPQR algorithm, the first selected
marker is the 40th, at the center of the lower lip,
which has the largest displacement. The second is
marker 34, at the lip’s left corner, next the left eyelid
(13), and the lip’ right corner (38). The next selected
markers include markers at the lower-right portion
of the face (42, 47, 48, or 56), depending on the
dataset, the right eyelid (11), the upper lip marker
(36), and left eyebrow (6). When the 10 markers
selected for S2a and S2b are compared, 8 of them
appear in both sets.

When the CPQR vs. the FSSR results are com-
pared, we note differences in the selected subset of
markers. However, the differences come from mark-
ers that are located close together in the face. For
example, comparing the results for set S2a, we see
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that the FSSR algorithm selects marker 7 instead of
6, both at the left eyebrow, 43 instead of 42, both at
the right cheek, and so on.

Finally, comparing the markers selected by FSSR
for S2a vs. S2b, we note that only 4 markers are
common to both sets, vs. 8 for the CPQR algorithm.
This fact implies a higher sensitivity to variations in
the input data (or to data perturbations) of the FSSR.

In the case of the subset selected by the CPQR
algorithm, the smallest singular values o1g are 92.2
and 88.5, and the residuals are 578.7 and 531.5, for
datasets S2a and S2b, respectively. In the case of
the FSSR algorithm, the smallest singular values are
91.7 and 74.3, and the residuals are 532.7 and 496.0,
respectively. Therefore, the subsets selected by the
CPQR algorithm are more independent (larger o1¢),
at the expense of larger error at the model output.

In addition to the forward selection with sequen-
tial replacement, we tested backward selection and
other statistical techniques from the literature [8].
The results were similar to those reported above.

As an illustration of the independent regions com-
puted by the CPQR algorithm for both datasets, the
regions corresponding to markers at the center of
lower lip, both lip corners, and center of upper lip
are shown in Figs. 2 and 3. In the figures, the red and
blue areas represent regions with positive and nega-
tive weights, respectively. Particularly, note that al-
though the upper lip marker appears in different po-
sitions in the list of independent markers in Table I,
the associated regions have similar shapes.

Following this analysis, facial animations of ar-
bitrary speech utterances may be next produced by
driving the selected subset of independent markers
with collected records. As an example, animations
for sentences 31 to 50 of both datasets are avail-
able in http://www.mat .unb.br/lucero/
facial/qgr2.html in AVI format.

5 Conclusion

The QR factorization with column pivoting algo-
rithm provides a simple and robust technique for fa-
cial motion analysis and animation. It identifies a
subset of independent facial regions, whose com-
bined motion defines the total motion of the whole
facial surface.

The model has an empirical nature, however, it re-
flects the underlying biomechanical structure of the
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Figure 2: Four independent kinematic regions for
dataset S2a.
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Figure 3: Four independent kinematic regions for
dataset S2b.
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face and may be used to infer aspects of that struc-
ture. The kinematic regions are the result of the
interaction of the muscular driving forces and the
the biophysical characteristics of skin tissue. Nor-
mally, when building a mathematical model of a
given physiological system, one wants to separate
out the plant characteristics from the control sig-
nals that are instantiated in the muscle activity. The
present model, on the other hand, provides a lumped
representation of the facial biomechanics.
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